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Abstract: Keyword pools are used as search queries to collect web texts, largely determining the size
and coverage of the samples and provide a data base for subsequent text mining. However, how to
generate a refined keyword pool with high similarity and some expandability is a challenge. Currently,
keyword pools for search queries aimed at collecting web texts either lack an objective generation
method and evaluation system, or have a low utilization rate of sample semantic information.
Therefore, this paper proposed a keyword generation framework that integrates sample and semantic
information to construct a complete and objective keyword pool generation and evaluation system.
The framework includes a data phase and a modeling phase, and its core is in the modeling phase,
where both feature ranking and model performance are considered. A regression model about a topic
vector and word vectors is constructed for the first time based on word embedding, and keyword
pools are generated from the perspective of model performance. In addition, two keyword generation
methods, Recursive Feature Introduction (RFI) and Recursive Feature Introduction and Elimination
(RFIE), are also proposed in this paper. Different feature ranking algorithms, keyword generation
methods and regression models are compared in the experiments. The results show that: (1) When
using RFI to generate keywords, the regression model using ranked features has better prediction
performance than the baseline model, and the number of generated keywords is refiner, and the
prediction performance of the regression model using tree-based ranked features is significantly
better than that of the one using SHAP-based ranked features. (2) The prediction performance
of the regression model using RFI with tree-based ranked features is significantly better than that
using Recursive Feature Elimination (RFE) with tree-based one. (3) All four regression models using
RFI/RFE with SHAP- based/tree-based ranked features have significantly higher average similarity
scores and cumulative advantages than the baseline model (the model using RFI with unranked
features). (4) Light Gradient Boosting Machine (LGBM) using RFI with SHAP-based ranked features
has significantly better prediction performance, higher average similarity scores, and cumulative
advantages. In conclusion, our framework can generate a keyword pool that is more similar to the
topic, and more refined and expandable, which provides certain research ideas for expanding the
research sample size while ensuring the coverage of topics in web text collecting.

Keywords: keyword pool generation; web text collecting; search query; word embedding; feature
ranking; feature selection

MSC: 68T09

1. Introduction

With the rapid update and iteration of Internet of Things technology, mobile commu-
nication technology and terminal devices, the Internet has become a carrier of massive
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information transmission. This information not only contains some structured data, but
also contains a large and valuable amount of unstructured data, especially text data [1].
Web texts are often presented as social media posts and comments, news, forum posts,
e-commerce reviews, literature databases, etc. Currently, web text mining is showing a
hot trend in various fields. However, many related studies have not paid enough atten-
tion to web text collecting. For example, in the COVID-19 study, one study searched for
relevant tweets using only one keyword “coronavirus” [2] while another study used a
modified Delphi method to identify 23 search keywords, including synonyms and special
words such as “SARS-CoV-2” and “lockdown” [3]. Obviously, the former collected more
biased samples, which would directly affect the size and coverage of the samples, and
thus indirectly affect the robustness and reliability of the subsequent text mining results.
Therefore, the number and quality of keywords used as search queries have a significant
impact on the collection of web text samples. Since web text usually originate from some
reliable websites (but it does not necessarily mean that the sample is real, such as fake
news and fake comments [4], which is another area that needs to be studied), the pool of
keywords that are used as search queries determines the size and topic coverage of the
sample to a large extent. Failure to pay attention to the completeness and reasonableness of
the sample space can lead to biased sample distributions and thus biased results. This is a
very important issue that is often overlooked by some researchers, so this study focuses on
generating a search keyword pool for web text collecting.

Collecting large amounts of relevant topic-specific web text based on search engine
usually requires first generating a keyword pool based on the research topic (or the seed key-
word) [5,6]. With this keyword pool as search queries, the data Application Programming
Interface (API) provided by the target website is call or a web page crawler is performed
on the target website to collect data [7]. After text preprocessing, the target text database is
constructed. Thus, the pool of keywords largely defines the sample space for a study. This
study delved into how to generate a highly similar to the topic and somewhat expansive
keyword pool for web text collecting.

The main difference between this study and previous studies is that we proposed a
framework integrating sample and semantic information that contains the data phase and
the model phase, with the core being the modeling phase, i.e., feature ranking based on
word embedding and constructing regression models about the topic vector and word
vectors. Specifically, the study ranks the words by a ranking algorithm based on word em-
bedding, trains a base regression model about the topic vector and the word vectors using
the word order (feature ranking), and then finds the corresponding keyword pool based on
the minimum average loss of the regression model after multiple rounds of training.

The main contributions of this study are as follows:

(1) A framework integrating sample and semantic information for keyword pool genera-
tion was proposed, which includes both a data phase and a model phase.

(2) Two kinds of keyword generation methods, Recursive Feature Introduction (RFI) and
the Recursive Feature Introduction and Elimination (RFIE), were proposed.

(3) This paper used the feature ranking algorithm based on word embedding to construct
regression models about the topic vector and word vectors for the first time, and
generated keyword pools from the perspective of model performance (i.e., model
average loss).

(4) The experimental results show that, comparing different feature ranking algorithms,
keyword generation methods, and regression models, Light Gradient Boosting Ma-
chine (LGBM) using RFI methods with SHAP-based ranked features (SHAP-based +
RFI) not only performs best in terms of prediction performance, but also its generated
keyword pools perform best in terms of average similarity scores and cumulative
similarity scores.

The rest of this paper is organized as follows. After providing an in-depth analysis of
previous studies in related works in Section 2, the paper proposed a framework in Section 3.
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Experiment was given in Section 4, while in the following Section 5 result analysis was
provided. And we made conclusions and a plan for future work in Section 6.

2. Related Works

As it is mentioned in introduction, some researchers often neglect the completeness of
the sample space in the process of collecting web text data, i.e., the keyword pool generated
for search is obviously insufficient to cover the topic. However, there are studies showing
that researchers in the advertising field have made some progress in this area, such as
Sponsored Search Advertising (SSA). Due to the specificity of SSA, researchers aim to
generate a wider range of keyword pool to effectively attract potential consumers [8] and
lower the advertising cost [9]. However, in web text mining, the generation of keyword
pools is only a less noticeable stage in web text collecting, and researchers are more
concerned with mining the text obtained from search queries based on keyword pools. In
fact, the sample text obtained from keyword-based search queries increases exponentially
with each additional keyword, while considering the sample coverage, so text mining
related research is even more in need of refined (fewer and better) keyword pools. In this
section, the literature related to the keyword pool generation were reviewed.

The first type of keyword pool is directly using the topic. For example, to build an
intelligent COVID-19 early warning system, Zhang et al. [2] used Twitter data collected
from a subset of a public dataset and tweets searched with the keyword “coronavirus” for
machine learning. Cronin et al. [10] collected Tweets containing the hashtag #Shutdown-
Stories during the U.S. government shutdown from 2018 to 2019, and explored networked
care and the temporal aspects of social media activism by text mining with manual content
analysis. Michalko et al. [11] collected text documents from the Newton media by using
keywords “dementia” and “Alzheimer’s disease”, and adopted social network analysis to
explore dementia representations in the Slovak media.

The second kind of keyword pool is generated through reviewing literatures related
to the topic, or the decision of an expert group (usually by experts scoring or voting).
Generating a keyword pool in this way is also by far the most common search queries for
web text mining. For example, Zhao et al. [12] identified a pool of 30 keywords through
literature review, and used them to collect posts related to illicit drugs as experimental data
from several social media platforms. Hung et al. [3] generated 23 potential keywords based
on a modified Delphi method, then collected relevant tweets on Twitter and used social
networks to analyze changing public sentiment during COVID-19. After the literature
review, Wu et al. [13] determined 10 keywords with high social concern about organ
donation and transplantation by modified Delphi method, and then used them as search
queries to collect relevant news, and later mined the important current status and problems
related to the topic.

The third type of keyword pool is generated by analyzing and discussing sample
texts. For example, Chen et al. [14] first collected a small sample of 311 rumor messages
related to COVID-19 through the Sina Weibo (Chinese Twitter) Official Account to Refute
Rumors, then performed word frequency analysis and discussion to identify a pool of five
keywords, and finally used text mining to assess the prevalence of rumors and official
responses during the COVID-19 outbreak in China. In addition to setting the keywords
“privacy” and “confidentiality” as the search queries, Bhatt et al. [15] used a topic model
created from COVID-19-related web pages that provide health updates to specifically match
keywords about health. The authors collected tweets based on this two-part keyword pool
and then used document clustering to analyze privacy concerns in the context of big data,
especially during a pandemic like COVID-19. Barchiesi et al. [16] extracted keyword pools
by analyzing the core value statements of some well-known companies, and then searched
and collected relevant tweets for text mining, social network and assessing stakeholders’
attitudes towards the company’s core values.

The fourth type of keyword pool is generated by statistical information-based methods
and conceptual hierarchy-based methods, and these methods are commonly used in the
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field of advertising [8]. A novel approach proposed by Joshi et al. [9], TermsNet, leverages
search engines based on word co-occurrence to determine relevance between terms and
translate their semantic relationships into a directed graph. By observing a term’s neighbors
in the graph, the authors generated the common and the nonobvious keywords that were
relevant to a term. Chen et al. [17] proposed a novel method for obtaining a keyword
pool based on concept hierarchies. The authors first expanded the connotation of the seed
keyword through concept matching and their hierarchy, and then leveraged the statistical
co-occurrence of the concept information to recommend new keywords. Zhang et al. [18]
leveraged content-based PageRank on the Wikipedia graph to rank relevant entities and
added an advertising-based factor to the model to recommend advertising keywords for
short-text web pages. Zhou et al. [19] generated a target keyword pool based on a seed
keyword using a generative neural network model. This keyword pool is not only relevant
to the input, but the domain categories of the generated keywords are also consistent with
the expectations. Nie et al. [8] first constructed an articles graph based on the link structure
of Wikipedia in an iterative manner, and identified the connections between articles by a
modified Spreading Activation algorithm, and then extracted keywords from Wikipedia
articles based on a novel Bayesian keyword weighting method.

By reviewing and summarizing the first three types of keyword pool generation ap-
proaches, this paper found that in most of the previous text mining related studies, the
keyword pools used as search queries were generally generated empirically, and a few
researchers generated keyword pools based on sample discussions or analysis. However,
these keyword pools generation approaches generally lack an objective evaluation pro-
cess and rarely utilize the semantic information of the sample texts. For the fourth type
of keyword pool generation approach, previous studies mainly focused on the field of
advertising, which aim at generating keyword pools, and the more the better, which is
the biggest difference with the field of text mining. This kind of research focuses on the
semantic relationship in the process of keyword generation and the keyword pool gener-
ation method, and there is a complete method system, but it lacks the in-depth analysis
of the sample text. Therefore, for the field of text mining, this paper integrates the third
and fourth types of keyword pool generation approaches, i.e., to build a complete and
objective keyword pool generation and evaluation system with the keyword generation
method and semantic relationship as the core, and focusing on the semantic information of
the sample text.

3. Methods
3.1. Framework Overview

The main objective of this framework is to propose a refined keyword pool gener-
ation system with high similarity to the topic and some extensibility to provide a solid
foundation for web text collecting and mining. The framework integrates sample and
semantic information and consists of two main phases, namely data phase and model
phase. The overview of the framework architecture is shown in Figure 1. In the data phase,
an investigation method for web text collecting based on the target topic and websites is
performed firstly. Then comes the preprocessing of the text. In the model stage, a vectorized
representation of the text with a word embedding model is performed firstly. Next, based
on the topic vector, all the word vectors are ranked by a ranking algorithm. Then, word
vectors are introduced into or eliminated from a base regression model about the topic
vector and the word vectors based on word order, and the average loss of the model after
words are introduced into or eliminated from the model is computed after each round of
training. And the corresponding keyword pool based on the minimum average loss of the
models is obtained. Finally, the effectiveness of the keyword pool needs to be evaluated.
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3.2. The Phase for Web Text Collecting and Preprocessing

In the data phase, this is a generic phase for web text collecting and preprocessing.
Firstly, target topics and websites for the analysis need to be identified. Then comes

an investigation method (e.g., random sampling investigation and typical investigation)
for the web text data. Because using an appropriate investigation method can balance the
efficiency of analysis and robustness of the results, while reducing costs. Next, access to
web data is mainly through open data API and web page crawler. Specifically, the target
website is checked firstly whether it provides an open data API, and if not, then considers
web page crawling according to the website crawler protocol (e.g., robots.txt) [20]. Because
the data provided by the API is already collated. This makes us more efficient, eliminating
the need for excessive effort to parse web pages, and web data crawling often puts pressure
on the target website, so it needs to comply with the crawler protocol [21]. Afterwards,
web text collecting using the topic as a search query based on the investigation method is
performed. Finally, the collected text needs to be preprocessed. Text preprocessing is to
improve the efficiency and effectiveness of text mining, and generally includes two types
of preprocessing at text level and word level. In detail, the text level includes mainly text
cleaning (e.g., duplicate text removal, empty field removal and non-textual content removal,
e.g., Hypertext Markup Language tag removal), text filtering (e.g., non-text and irrelevant
text removal and text with insufficient valid characters removal), and text normalization
(e.g., lowercase conversation). The word level focuses on word segmentation, part-of-
speech tagging, word cleaning (e.g., stop word and low frequency word removal), word
standardization (e.g., stemming or lemmatization) and spelling correction (e.g., word
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spelling and grammar usage correction) [1,22]. After text preprocessing, the target text
database is constructed.

3.3. The Phase for a Keyword Pool Generating

In the model phase, this is a generic phase for a keyword pool generating. At first,
text representation is to allow the computer to recognize and understand text data, and
the preprocessed text is always represented as a word vector or matrix [23,24]. A word
embedding approach, such as word to vector (Word2Vec) [25] and Bidirectional Encoder
Representations from Transformers (BERT) [26], is used to train the word vectors for
vectorized representation of text in low dimensions. The word vectors can then be split
into a topic word vector (y) and a set of word vectors (X), denoted as (X, y). In addition,
BERT does not require advance word level preprocessing such as word segmentation and
word cleaning [26]. Consider the problem that if BERT is used to train word vectors, the
word vectors trained for the same words in different contexts are not unique. A natural
idea is to synthesize multiple word vectors of the same word (our topic) into one word
vector using a dimensionality reduction method similar to principal component analysis.
But this requires that our topic (the seed keyword) has unique meaning.

Next, the set of word vectors (X) are ranked by a ranking algorithm, such as SHAP-
based feature importance [27] and tree-based feature importance [28], based on the topic
word vector (y). Meanwhile, the regression model for X and y is constructed, which denotes
as Equation (1). In addition, Shapley value can measure the importance of words, and it
is effectively estimated by SHAP method according to the local agency model. The stage
follows the general equation below:

y = f (X) (1)

Xrank = rank(X, y) (2)

where y denotes a word vector of the topic (topic vector), X = {x1, x2, · · · , xn} denotes
the set of word vectors (except the topic vector y), n is the number of the words (except
the word of topic). rank(X, y) represents a ranking algorithm used for X based on y.
Xrank = {xr1, xr2, · · · , xrn} represents X after ranking.

Three keyword generation methods have been proposed or considered. First, higher
ranked word vectors are gradually introduced (The number of introduced steps should
be greater than or equal to one) into the base regression model, i.e., this paper defines it
as Recursive Feature Introduction (RFI) (Figure 2). Second, lower ranked word vectors
are gradually eliminated (The number of eliminated steps should be greater than or equal
to one) from the base regression model, i.e., Recursive Feature Elimination (RFE) [29]
(Figure 3). Third, lower ranked word vectors are gradually eliminated after higher ranked
word vectors are gradually introduced, and they are introduced and eliminated at the
same round of training, i.e., the paper defines it as Recursive Feature Introduction and
Elimination (RFIE) (Figure 4). And the average loss of the model is calculated after each
round of training. In detail, the regression model, always statistical learning models, e.g.,
random forest (RF), support vector regression (SVR) and eXtreme Gradient Boosting (XGB),
is constructed based on the word vectors and the topic vector, where the words are the
input variables and the topic is the output variable. The average loss of models can be
computed according to the k-fold cross-validation (CV) training regression models.

y = f (Xrank,i) (3)

Lossi =
1
k

k

∑
j=1

lossj(y, f (Xrank,i))) (4)

where Xrank,i represents the first i set of words vectors based on the order in Xrank,
i = 1, 2, 3, · · · , n. y = f (Xrank,i) is a base regression model for topic vector y and the
first i set of words vectors Xrank,i. loss(·) represents a loss function, e.g., the Mean Square
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Error (MSE). k denotes the number of folds for CV. Lossi is the average loss of the regression
model according to the k-fold CV training.
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After each round of introducing or eliminating the word vector, the Lossi+1 obtained
from the training is compared with the Lossi of the previous round, if Lossi+1 < Lossi, then
continues to introduce or eliminate the new word vector, otherwise, returns to the previous
round and continue to introduce or eliminate new word vectors. After all the word vectors
is introduced or eliminated, the corresponding keyword pool based on the minimum
average loss Lossl of the regression model according to the Equation (5) (Figures 2–4)
is obtained.

Lossl = min(Lossi) ⇒ f (Xrank,l) ⇒ Xrank,l (5)

where min(Lossi) denotes the minimum value of Lossi, i.e., Lossl .
Finally, the keyword pool needs to be further evaluated for their fit with the topic,

such as conceptual coverage and relevance [8]. Further, the generated keyword pool can be
used as search queries for web text crawling to provide a complete and reasonable data
base for text mining.
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3.4. Algorithms and Methods
3.4.1. Word Embedding Approaches

The word embedding approach utilizes word embeddings for text representation.
It maps each word to a vector space in which the semantics of the words are salient
elements, and words with similar topics are less distant from each other than words with
disconnected topics [24]. There are some commonly used word embedding methods,
including Word2Vec [25], Global Vectors [30], FastText [31,32], Embeddings from Language
Models [33] and BERT [26]. For word embedding, considering the computational cost and
model performance, the classical word embedding model Word2Vec was chosen for text
representation. Word2Vec is a classical neural network-based word embedding model.
It captures the contextual information of words, with better semantic representation and
simpler model structure and training [25].

3.4.2. Ranking Algorithm and Feature Selection

Feature ranking algorithms are used to optimize feature selection in this study. The fea-
ture ranking algorithm based on specific criteria is to compute an importance score for each
feature and rank the features based on this score [34]. There are some commonly used rank-
ing algorithms, including feature weights [35], model-based feature importance [36–38],
permutation feature importance [36] and SHAP-based feature importance [39]. For feature
ranking algorithm, SHAP-based and tree-based feature importance were chosen, which
are currently commonly used and has better results, to rank features based on different
regression models. SHAP-based and tree-based feature importance take into account the
interactions between features, and SHAP-based feature significance provides a stronger
ability to explain model predictions [36,39]. Feature selection is to choose the features that
are important to the model, which is a very important part of feature engineering and
is inseparable from the feature importance, including filters, wrappers, and embedded
methods. For feature selection, the idea for our solution comes from the wrappers. The
wrapper utilizes a learning machine that scores a subset of features based on their predictive
power [38], i.e., its feature selection is based on model performance.

3.4.3. Regression Model

In this paper, several regression models were tested to compare their differences, and
testing with different models helps to get the best model and make better feature selection.
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There are some commonly used regression models, including linear models [35], decision
tree models [40], support vector machines [41], Bayesian models [42], non-parametric
models [43], deep learning models [44] and ensemble learning [45]. Four regression models,
RF, Gradient Boosting Decision Tree (GBDT), XGB and LGBM were chosen for the regression
analysis. RF builds bootstrap aggregating (Bagging) ensemble using the decision tree as
the base learner and further introduces random feature selection in the training process
of the decision tree [36]. GBDT fits the residuals by using the negative gradient of the
model over the data as an approximation of the residuals [37]. XGB belongs to ensemble
learning boosting, which is an improvement of the boosting algorithm based on GBDT
with the addition of a regularization term for model complexity [46]. XGB also fits the data
residuals and approximates the model loss residuals with a Taylor expansion, while adding
a regularization term to the loss function. LGBM fundamentals are the same as XGB, using
decision trees based on learning algorithms, with the difference in the optimization of the
model training speed [47].

4. Experiments
4.1. Data Sources and Preprocessing

In our experiment, “epilepsia” was set as the topic and the search query, which was
used to collect 19,888 English journal abstracts information between 1 January 2019 and
15 September 2022 based on the web crawler of PubMed. Therefore, a typical investigation
was used in this experiment.

Before data preprocessing, the text data collected through the PubMed database is
difficult to be analyzed directly, and the direct analysis will lead to inefficient analysis and
large deviation of the results. The specific data processing steps include text level and
word level. The text level mainly includes: deleting duplicated data, deleting data with
empty abstract field, filtering abstracts with less than 70 valid characters according to the
frequency distribution of abstract characters (following the principle of retaining more data
through experiments), converting letters to lowercase, and using regular expressions to
exclude abstracts with special patterns of meaninglessness (e.g., some articles will appear
to have a corrected version duplicated with the uncorrected version, and the abstracts will
be meaningless content). The word level consists mainly of word segmentation (breaking
text into individual words so that the computer can automatically recognize the meaning
of the text, i.e., each text generates a vector of word sets [48]), filtering out words with
fewer than 3 valid characters, and filtering out a large number of meaningless words,
which mainly include non-English text, numbers, symbols, and stop words (e.g., “this”,
“abstract”, and “study”) to improve analysis efficiency and save memory space. After data
preprocessing, the experiment culminated in the construction of a database of a total of
18,267 English abstracts.

4.2. Experimental Details and Evaluation Metrics
4.2.1. Experimental Details

Regression models, especially machine learning models, have hyperparameters that
define general features that may directly affect their performance. The most important
parameters of a tree model are the number of trees and the maximum features. The
higher the number of trees, the higher the performance of the model and the higher the
computational cost. And if the number of trees exceeds a specific value, the prediction
accuracy will no longer improve. In detail, the dataset was divided into a training dataset
and a test dataset with a split ratio of 7:3 firstly. The important hyperparameters of
all models went through a consistent and standard optimization process: First, given
a set of broad ranges of hyperparameters, a random search was performed, and 3-fold
cross-validation was used to train for 100 times, and then the approximate ranges of the
optimal hyperparameters were obtained. Next, a grid search was performed based on the
approximate range of hyperparameters, also trained 100 times using 3-fold cross-validation,
and finally the optimal hyperparameter values were obtained. It was worth noting that in
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the process of parameter optimization, the other parameters were optimized after adjusting
the learning rate to the maximum first, and then optimized the learning rate separately
finally, which could improve the efficiency of parameter optimization. In addition, the
word vector size is set to 300, the minimum word frequency is set to 5 in Word2Vec. And the
word vectors were min-max normalized after training. Other parameters in the regression
models and Word2Vec are obtained through default values.

x̂ =
x − min(x)

max(x)− min(x)
(6)

where x represents an element in a word vector, and the normalized result is denoted by x̂.
The data phases were carried out using R (Version 4.1.3; R Foundation for Statistical

Computing), and the model phase were carried out using Python (Version 3.8.5) on a PC
with AMD Ryzen 7, 4800U with Radeon Graphics, 1.80 GHz, 40 GB RAM.

4.2.2. Evaluation Metrics

The experiments used RFI with unranked features as a baseline and compared the
differences in keyword generation between the baseline and RFI or RFE methods with
ranked features (SHAP-based and tree-based ranked features) to validate the effectiveness
of our framework. The regression models using 3-fold cross-validation were trained and
then calculated the average loss of the models. In this case, the loss function uses MSE
to evaluate the performance of the regression models to obtain the best model to help
determine the best keyword pool. MSE is a measure of the squared difference between the
true and predicted values.

MSE =
1
N

N

∑
i=1

(yi − ŷi)
2 (7)

where N is the number of samples, yi is the true value of samples and ŷi represents the
predicted values of the model. The lower the value of MSE, the better the forecasting
model’s performance.

Cosine similarity is used to evaluate the similarity of two vectors by calculating the
cosine of their angle, so it is often used to measure the similarity of word vectors. It can
be used to evaluate the fit of a keyword pool to a topic. To more significantly compare the
effects of different feature ranking algorithms, regression models, and keyword generation
methods to keyword generation, the experimental process of this study tried to select the
first three to ten words of each keyword pool respectively, and calculate the corresponding
cumulative similarity scores in turn, and the results show that the effect is most significant
when the first seven keywords are selected.

S =
x · y
|x||y| (8)

where S is the cosine similarity, x and y represent the vectors of cosine similarity to be
evaluated, |x| is the length of x and |y| is the length of y. The higher the cosine similarity,
the more similar the two vectors are to each other.

5. Results Analysis
5.1. General Performance of the Models

This section provides the prediction performance of the four types of regression
models. Table 1 shows the keyword generation for the baseline and RFI or RFE methods
with ranked features. Among them, the minimum average loss and its corresponding
number of keyword generation for the different regression models are presented. And the
four regression models, RF, GBDT, XGB and LGBM were compared.
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Table 1. Evaluation of the prediction performance and keyword generation effectiveness of the
different regression models in both the baseline and RFI or RFE methods based on ranked features.

RFI a SHAP-Based + RFI a

Model Keyword Number MSE b S c Model Keyword Number MSE S

RF 11184 0.0824 0.0357 RF 119 0.0735 0.0719

GBDT 6788 0.0815 0.0357 GBDT 210 0.0782 0.0744

XGB 5186 0.0932 0.0357 XGB 49 0.0809 0.1079

LGBM 11942 0.0835 0.0357 LGBM 118 0.0590 0.1659

Tree-Based + RFI a Tree-Based + RFE a

Model Keyword Number MSE S Model Keyword Number MSE S

RF 78 0.0682 0.1107 RF 8162 0.0813 0.1346

GBDT 27 0.0776 0.0834 GBDT 14459 0.0802 0.0585

XGB 90 0.0662 0.0740 XGB 317 0.1189 0.0740

LGBM 58 0.0442 0.1746 LGBM 158 0.0886 0.1746
a RFI denotes the baseline, i.e., RFI with unranked features; SHAP-based + RFI is RFI with SHAP-based ranked
features; Tree-based + RFI denotes RFI with tree-based ranked features; Tree-based + RFE represents RFE with
tree-based ranked features. b MSE represents the minimum average loss of the regression model. c S represents
the average similarity score of the first seven keywords in the keyword generation results.

Several conclusions can be drawn from the results in Table 1. When using RFI
methods to generate keywords, regression models using both SHAP-based + RFI and
Tree-based + RFI have significantly smaller MSE than the baseline model, better prediction
performance, and more refined pools of keywords generated. Comparing the different
feature ranking algorithms, the regression model using Tree-based + RFI has significantly
better prediction performance than SHAP-based + RFI. Among the regression models
using SHAP-based + RFI and Tree-based + RFI, the prediction performance of LGBM is
significantly better than that of RF, GBDT, and XGB. Compared to other models, it was
also found in the experiments that the MSE change of LGBM was more affected by the
feature ranking algorithms. Specifically, RF, XGB, and LGBM have the smallest MSE and
best prediction performance when using Tree-based + RFI, and GBDT has best prediction
performance when using SHAP-based + RFI. Considering the different keyword generation
methods, the regression model using the Tree-based + RFI significantly outperforms the
one using the Tree-based + RFE, and the keyword pools generated by the former are also
more refined. Specifically, GBDT prediction performance is best with using the baseline and
Tree-based + RFE, and LGBM prediction performance was is best with using SHAP-based
+ RFI and Tree-based + RFI.

5.2. Evaluation of the Keyword Pools

This study evaluated the performance of the keyword pools generated based on
this framework and the baseline in terms of similarity. A higher average similarity score
indicates that the generated keyword pool is more similar to the topic. By calculating
the average similarity scores of the top seven ranked keywords in all the keyword pools
(Table 1), the study found that the keyword pools generated by SHAP-based + RFI, Tree-
based + RFI, and Tree-based + RFE have significantly higher average similarity scores than
the keyword pools generated by the baseline. Considering the different keyword generation
methods of RFI and RFE, the average similarity score of keyword pools generated by Tree-
based + RFI are not significantly different from that by Tree-based + RFE. Comparing the
different regression models, LGBM has significantly higher average similarity scores than
RF, GBDT, and XBG for generating keyword pools regardless of whether RFI or RFE with
SHAP-based or tree-based ranked features, which indicates that LGBM performs better
than the other models in generating keywords that are more similar to the topic.
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Based on the average similarity score for each keyword, a graphical representation
of the cumulative similarity scores of the top seven ranked keywords is given in Figure 5,
where the horizontal axis represents the number of keywords and the vertical axis shows the
cumulative similarity scores. In Figure 5, the cumulative advantage of the four regression
models using SHAP-based + RFI, Tree-based + RFI, and Tree-based + RFE over the baseline
model becomes more and more significant as the number of keywords increases. Among
them, considering the different ranking algorithms and keyword generation methods, the
cumulative curves of RF, GBDT, and LGBM using Tree-based + RFI and Tree-based + RFE
are all at the top respectively, indicating that these models have the most significant
cumulative advantage using Tree-based + RFI and Tree-based + RFE, whereas XGB has the
most significant cumulative advantage using SHAP-based + RFI. LGBM has the significant
cumulative advantage for all the regression models regardless of whether the use of RFI or
RFE with SHAP-based or Tree-based ranked features.
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In addition, the study found that the average similarity scores of XGB were the same
and their cumulative curves overlapped when using Tree-based + RFI and Tree-based + RFE.
LGBM also produced the same results as XGB. These show that XGB/LGBM performs
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equally well in terms of average similarity score and cumulative similarity score when
keywords are generated by RFI and RFE methods. This is possible because both Tree-based
+ RFI and Tree-based + RFE use the same feature ranking algorithm, and in the step-by-step
process of generating (introducing or eliminating) keywords, the word vectors with higher
rankings (importance) have a high probability of being generated, so the first few keywords
generated may be the same.

6. Conclusions and Future Work

A refined keyword pool with high similarity to the topic and some extensibility is
crucial for web text data collecting, and even affects the subsequent text mining analysis.
However, in the field of text mining, there is little discussion on keywords as search queries,
either lacking an objective generation method and evaluation system, or underutilizing the
sample semantic information. Therefore, this paper proposed a keyword generation frame-
work that integrates sample and semantic information, and also proposed two keyword
generation methods, RFI and RFIE, which to a certain extent bridges the gap in keyword
generation-related research, and provides certain research ideas for expanding the research
sample size while ensuring the coverage of topics. The core of the framework considers
both feature ranking (word order) and model performance, and constructs a regression
model on a topic vector and word vectors based on word embedding.

Our study shows that when generating keywords using RFI method, the regression
model using ranked features has better prediction performance than the baseline model
(the one using unranked features), generates a pool of keywords with higher average
similarity scores and cumulative similarity scores, and a more refined number of keywords,
and that the regression model using tree-based ranked features has significantly better
prediction performance than the one using SHAP-based ranked features. As far as the
keyword generation methods are concerned, the prediction performance of the regression
models using tree-based + RFI is significantly better than that using tree-based + RFE,
but the average similarity scores and cumulative similarity scores of the (higher ranked)
keywords generated using the two methods present different performances depending
on the regression model, and the performance is the same on the XBG/LGBM. Compared
to the baseline, using the four regression models (RF, GBDT, XGB and LGBM) based on
SHAP + RFI, Tree + RFI and Tree + RFE not only showed significantly higher average
similarity scores, but also an increasingly significant cumulative advantage. Taken together,
the keyword pool generated by LGBM has higher average similarity scores and cumulative
similarity scores compared to RF, GBDT, and XGB, and it has better prediction performance
when using ranked features, but its performance is more affected by the feature ranking
algorithm, which suggests that LGBM outperforms the other models in acquiring keywords
that are more similar to the topic. In conclusion, LGBM using SHAP-based + RFI method
to generate keywords performs best Therefore, other studies can learn from this effective
approach to generate a refined keyword pool with higher similarity to the topic and some
extensibility based on the framework proposed in this paper, and use the keyword pool as
a search query reference for web text collecting.

This study has some limitations. First, limited to the computing platform, the study
only used the tree-based ensemble models in the experiments, while the kernel function
models like SVR [41] requires a higher performance computing platform. And for RFIE
keyword generation method, the experiment cannot be implemented in the short term due
to the huge amount of computation. Nevertheless, this framework is still generalizable and
the computing platform will be upgraded at a later stage to further validate the framework.
In addition, the keywords in the study are based on words to generate keyword pools. The
form of phrases rather than words will be considered for generating keyword pools, but
the use of phrases will greatly increase the computation amount.

In future work, in addition to expanding word embedding models, feature ranking
algorithms, keyword generation methods, and regression models, covering more types
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of topics and comparing the differences in the effectiveness of generating keyword pools
between different topics are our next research direction.
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