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Abstract

Aims: Netizens share their personal experiences, opinions at the review sites, discussion
groups, blogs, forums and etc. With the rapid growth of technology, now-a-days almost
everyone uses internet. Opinions are important because whenever a person needs to take a
decision, helikes to hear others’ opinions. Quotes of the attitude may be generally positive or
negative. We propose a system for classifying text sentiment based on Neural Networks
classifier. In this paper, we focus on classifying product reviews according to the opinion and
the value judgment they posses, into two polarities, positive and negative, using the multilayer
neural network.

We also address opinion prediction application for the products that are being launched in
future. The product features, given as input to recursive neural network are used to predict the
opinions, which are expected from customers. The opinion prediction is done using recurrent
neural network with the help of back propagation with time (BPTT) algorithm.

Place and Duration of Study: Department of Computer Science and Engineering, Sri Sairam
College of Engineering, Anekal, Bangalore between July 2014 and December 2014.
Methodology: We experimented on 500 opinions, among them 400 were used as training set,
and 100 were taken to be testing set, for each type of mobile (Nokia Lumia 720, LG G3).
Results: For each mobile type we achieved up to 85% of correct classification of opinion
reviews.

Conclusion: We presented a system for determining text sentiment of product reviews by
classifying them using Neural Network. The method uses feed-forward Neural Network with ten
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hidden layers. From the presented results, it can be seen that, a new approach is developed
categorizing product reviews in 2 classes in the context of opinion mining. Experiments
conducted on training sets show that with our approach we are able to extract relevant feedback
from a specific domain of products. We compared our proposed opinion classification algorithm
to standard algorithm BPNSO which showed the results are good between 60% to 80%.

Keywords: Opinion mining; neural networks; generalized delta rule; opinion prediction; recursive
neural network; back propagation through time.

1 Introduction

Before the internet was commercialized and popularized, the medium relied upon word of mouth of
individuals, with respect to suggestions about movies, electronics, books, products, etc. But, now-
a-days it is simple to access reviews and opinions of a large number of people online, who express
their opinions from every corner of the world. These opinions can be considered as fresh and
recent, because these people have first-hand knowledge or experience regarding the particular
product and they wish to share their reviews with others. Today, more and more strangers are
posting their opinions by sharing their reviews available to strangers via the Internet through
forums like twitter, Facebook, Wordpress.com, Blogspot.com, etc.

Data warehouses are used to store the textual data and data-mining techniques can be used to
analyze them. Classification of documents according to the opinion expressed by the reviewer in a
blog such as, positive or negative mood of a review, the favorable or unfavorable aspect by an
expert, results into polarity of a document (positive, neutral, negative) and/or the intensity of each
opinion (low, neutral, high), etc. Mining of unstructured data such as feedback surveys, e-mail
complaints, bulletin boards, opinions, and product reviews that are available at websites is a
challenging issue. In particular, online product reviews are often unstructured, subjective, and hard
to digest within short timeframe. Product reviews exist in various forms across different websites
[1]. This work concentrates on two tasks, one is opinion mining and second is opinion prediction.

An artificial neural network (ANN), often called a neural network (NN), is a mathematical model or
a computational model based on biological neural networks. It consists of an interconnected group
of artificial neurons which communicate by sending signals to each other over a large number of
weighted connections and processes information using a connectionist approach to computation.
In most cases, ANN is an adaptive system that changes its structure based on external or internal
information that flows through the network during the learning phase. In more practical terms,
neural networks are non-linear statistical data modeling tools. They can be used to model complex
relationships between inputs and outputs or to find patterns in data.

Classification of a large number of user product reviews using neural network techniques into
bipolar orientation (i.e. either positive or negative opinion) could help consumers in making their
purchasing decisions. Research results along this classification can lead to users’ reducing the
time on reading numerous threads of text and focusing more on analyzing summarized
information. Review mining can be potentially applied in constructing information presentation. For
example, review classification could be integrated with search engines to provide statistics such as
“350 hits found on Nokia Lumia 720 model review, 80% of which are positive and 20% are
negative”’. Such kind of summarization of product reviews would be even more valuable to
customers if the summaries were available in various forms on the web, such as review bulletin
boards. Mobile reviews are available in many websites. We gathered our reviews on 2 models
Nokia Lumia 720 and LG G3 from the 10 most popular review sites like gsmarena.com.

Opinion Prediction helps the product manufacturers to manufacture the perfect products which

may not give any negative feedback in future. If the product is expected to receive negative
feedback or reviews the manufacturer need not go for such type of product development. We have
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used recurrent neural networks to predict future reviews because it stores relavant data about past
sales and generalize trends. The results of the experiment have shown that recurrent NNs are
good in predicting the opinions.

The main contributions of the paper are

1. Opinion classification by multilayer perceptron NN using generalized delta rule algorithm.
2. Opinion prediction by recurrent NN using back propagation with time algorithm.

The rest of paper is organised as follows. Section 2 details all the related work. Section 3 details
the opinion classification. Section 4 shows all the screen shots. Section 5 details opinion prediction
domain and algorithm. Section 6 discusses the results.

2 Related Work

Jebaseeli et al. [2], built an opinion mining system for M-Learning reviews, to extract, determine
whether the opinions and reviews, are positive or negative. Classification of opinion documents as
blogs or news is addressed by the text mining community very well [3,4,5,6]. Several methods
exist for determining the polarity of a document. Actually, the opinion polarities are often given
stated by adjectives [4,5]. The use of adverbs attached to adjectives (for instance, the adverb
"very” attached to the adjective "promising”) allows to determine the intensity of phrases (a group
of words) [6]. For example, P. Turney, et al. [21] proposes an approach based on the polarity of
words in the document. The main idea is to compute correlations between both adjectives in the
documents and adjectives coming from a seed set. Two seed sets are considered: positive (e.g.
good, fortunate, nice, ..) and negative (e.g. bad, inferior, poor, ..). From [7-12] different
researchers proposed the different approaches for classifying the opinions into 6 polarities.

The computed output [13] is compared to the known output. If the computed output is correct, then
nothing more is necessary. If the computed output is incorrect, then the weights are adjusted so as
to make the computed output closer to the known output. This process is continued for a large
number of cases, or time-series, until the net gives the correct output for a given input. The entire
collection of cases learned is called a "training sample” [14]. In most real world problems, the
neural network is never 100% correct. Neural networks are programmed to learn up to a given
threshold of error. After the neural network learns up to the error threshold, the weight adaptation
mechanism is turned off and the net is tested on known cases it has not seen before. The
application of the neural network to unseen cases gives the true error rate [15]. HuiGao et al. [9]
used clustering analysis for opinions extraction using the multilayer neural network.

In Kevin [16], has proposed an experiment for opinion expression extraction using deep RNNs,
has shown the results outperform the shallow RNN with the same number of parameters. In
Graulsel et al. [17] proposed a model for learning artificial earthquakes as an application for
bioinformatics sequence classification with variable length instances. In Werbos et al. [18] has
explained the key equations of back propagation and how it can be applied to various neural
networks of different complexity. In Bengio et al. [19] proposes alternatives to the backpropagation
algorithm, to predict sequences using long term context. In [20], Ahmad et al, have used fully
connected recurrent NN with backpropagation through time algorithm for speech recognition for
Arabic’s alphabet. From [21-25], researches proposed strategies to use neural networks for
prediction, text mining.

Neural Network is a collection of natural or artificial neurons that uses for mathematical and
computational model analysis. Popular algorithms in neural networks are Back-Propagated Delta
Rule Networks (BP) (sometimes known and multi-layer perceptions (MLPs)) and Radial Basis
Function Networks (RBF) are both well-known developments of Delta rule for single layer networks
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(itself a development of the Perception Learning Rule). Both can learn arbitrary mappings or
classifications. Further, inputs (and outputs) can have real values. Kohonen clustering Algorithm is
used for unsupervised neural networks. Long-Sheng Chen* and Hui-Ju Chiu proposed that [26]
study proposed a Neural Network (NN) based index which combines the advantages of the
machine learning techniques and information retrieval (semantic orientation indexes) to help
companies detecting harmfully negative bloggers’ comments quickly and effectively.

Long-Sheng Chen, proposed a new methodology for sentiment classification. He combined two
efficient methodologies such as BPN and SO approaches [27]. This study proposed an NN based
approach to classify sentiment in blogospheres by combining the advantages of the BPN and SO
indexes. Compared with traditional techniques such as BPN and SO indexes, their algorithm
performed well. We call that algorithm as BPNSO technique. In this paper we propose an
algorithm for sentiment classification with neural networks using gradient decent algorithm. The
proposed approach shows its superior performance, not only in classification accuracy, but also in
least error rate in some specific range of training set. Experimental results indicated that our
proposed NN based index outperforms traditional approach Back-Propagation neural network
(BPN) and BPNSO.

3 Opinion Classifications

3.1 Preprocessing

Preprocessing is done same as stated in our previous paper [28]. Data preprocessing is done to
eliminate the incomplete, noisy and inconsistent data.

1. Filtration:- Data is filtered by removing the urls, usernames, redundant characters in a
particular word, questions, special characters.

2. Tokenization:- we segmented text by splitting it by spaces and punctuation marks ,and

form a bag of words.

Stopword Removal:-Stopset words were removed from the data.

Stemming:- We used Porter stemming to stem the terms.

Part-Of-Speech Tagging:- POS tag for each word in the blog post. The online Part-Of-

Speech tagger was used for POS tagging through

http://nipdotnet.com/Services/Tagger.aspx. Generally, adjectives in the text represent

emotions such as good, superior etc for positive nature and poor, unfortunate for negative

nature. From [29], use wordnet to cross check the adjectives.

6. Detecting False Positives and False Negative Adjectives:- The comment is passed
through the negation detection stage.

7. Discard rare words by giving a lower limit to the frequency of accepted words equal 3.

8. Group all product reviews into D batches, where each batch size is m.(m is a constant)

O AW

3.2 Preparing Input to the Neural Network

The process to prepare input to the NN is depicted in Fig. 1. The steps are given on detail below.
To prepare the input to the neural network, the process uses the following steps.

1. Generally, adjectives in the text represent the opinion of the reviewer. So, in this paper we
treat only the adjectives of the review post to determine the reviewer’s opinion. As stated
in [30], we used TF*PDF algorithm for counting the significance or weights of the terms in
the reviews. This helps us now to recognize the most significant adjectives, which explain
the nature of review in blog posts. For each batch of reviews calculate the weight of the
terms separately using the formula, where the total weight of a term (W)) is equal to the
summation of the weight of the term in each batch of product reviews respectively using
the Eq.1. and where |Fj| is calculated using the Eq.2.
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where, W;=Weight of term j; Fjy=Frequency of term j in batch b; ny=Number of reviews in batch b
where term j occurs; Np=Total number of reviews in batch b; k=Total number of terms in a batch;
D=number of batches.

Preprocessing

Group the reviews into D
batches (batch size=m)

A

Count weights of each term in the
review using the formulas w; and fj,

A 4

Omit all the terms
except the adjectives

'

Sort the adjectives
according to their weights
in descending order

A 4

Consider the topmost
25 adjectives in the list

No Is the
adjective

negative?

A 4
weight= -weight

A

Input the vector of 25
dimensions to the NN as a
representation to a batch of
‘m’ reviews i.e (il,i2,i3,..i25)

Fig. 1. Process of preparation of input to neural network
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2. Consider the batch of reviews, one by one. Each batch is a set of reviews, where each
word in the review is tagged by a part of speech. Omit all other parts of speech words,
except the ones with adjectives. List all adjectives in the particular batch of review with
their corresponding weights calculated in step 1. Sort the values in descending order
according to their weights. We expected the topmost weighted adjectives in the list may
better represent the opinion of all the reviews in the particular batch. Now consider the 25
adjectives in the topmost order with the topmost weight. If it is a negative adjective make
its weight negative.

3. In the pre-processing step, we mentioned that the number of batches are D. Represent
each batch of review as a vector of 25 dimensions, where the values of all the dimensions
are the weights of the top weighted 25 adjective terms calculated in the step 2(in case of
the negative adjective terms, dimension value is also negated). So, this process gives us
D number of vectors each of 25 dimensions, where the value of each dimension is an
integer.

4. This D vectors are given as an input to the neural network finally as the training data. Each
input vector pattern is of form (is, i,ia,..io5).

3.3 Designing a Network for an Opinion Classification System

In the Opinion Miningsystem we are going to use Generalized Delta Rule (GDR) algorithm for
training a multilayer perceptron neural network with feed forward interlayer connections. The
Weight vectors v and w are randomly assigned. The threshold for i/p layer is 0 and for hidden and
output layers it is taken as 1. We used sigmoid activation function. Learning rate (n) and
Momentum Coefficient are taken as 0.9 and 0.7 respectively. NN design is shown in Fig. 2.

I I Iz Ls T4 Ias

Outpt of Layer 3(c)

Fig. 2. Design of the neural network
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4 Results

Experiments are done in jdk1.1.3

In Table 1 we presented the no: of reviews we considered in the dataset for training as well as for
testing.

Table 1. Dataset

Training Testing

Positive Negative  Positive Negative

opinions opinions  opinions opinions
LG G3 250 150 50 50
Nokia Lumia 720 200 200 50 50

The neural network is with 25 inputs and 2 outputs ¢1 and c2
The results were interpreted as shown in Table 2.

Table 2. Interpretation of output of the Neural network

C1 C2 Result
1 0 Positive feedback
0 1 Negative feedback

The accuracy was considered as the ratio of number of opinions correctly classified to total
number of input opinions.

No. of Opinions currently classified
Accuracy =

No. of input opinions
Here in Table 3, we present the result as a comparison of previous study BPNSO'NN and the
proposed NN. The observation is that the proposed NN performed well for the training set %
between 60% and 70%.

Table 3. Performance table

Performance BPNSO’s NN Proposed NN
Accuracy (Y) Errorrate(Y) Accuracy (Y) Error rate (Y)

Training set

50% 69 31 65 35
60% 70 30 74.4 256
70% 71 29 72.5 275
80% 70 30 63 27
90% 71 29 58 42

We have presented the plotted accuracy of the classification in Fig. 3 and we plotted the error rate
for the classification in Fig. 4.
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Fig. 4. Error rate

5 Opinion Prediction Problem Domain

Generally the new products are launched basing on the feedback of old products. If one of the
feature of product is absolutely bad, then it is obvious it gets bad opinions / reviews from
customers. Before manufacturing any product, depending on the current trend, the customer’s
feelings are assumed by the company people. But, this may not be successful always. There may
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be certain deviations of the manufactured product from the current trend. So, it is very useful to the
manufacturer if a opinion predictor is built.

Let us suppose it takes one year to manufacture a product which includes design, development,
and test, release etc. So, the requirement is to predict the opinion one year in advance. So, the
recurrent neural network considers one year as one time unit. At each time instance t, the features
for the product t were given to the network and the opinion for day t + 1 were obtained as the
output of the network.

5.1 Preprocessing

1. List out all product features.
2. Pre-processing and Preparing input to Recurrent Neural Network

Do same as described in section 3.1 and section 3.2.
5.2 Designing a Network for an Opinion Prediction System

Opinion Prediction is done with the recurrent neural network using the back propagation through
time (BPTT) algorithm.

5.2.1 Back propagation through time algorithm

This algorithm is executed in 2 steps.

Step 1: Unfold the network through time.

The recurrent neural network is a combination of 2 feed forward neural networks f and g. To train
any recurrent network it should be unfolded according to time till n units. For our experimentation,
the recurrent neural network’s depth was considered as n=5. So we unfolded f as f;, f2, 3, f4, f5 .
For neural network ‘f, if the input is a; then the output is ai.q. The recurrent neural network is
presented in Fig. 5. The Fig. 6 shows the unfolded RNN.

Step 2: Apply typical back propagation algorithm to the unfolded network.

One initial vector is required called a,. The vector values are randomly assigned.

The training data for Back-propagation through time algorithm should be always in pairs, (Xo,Yo),
(X1,¥1), (X2,¥2), .. (Xn-1,¥Yn-1). Where x;, y; are inputs and outputs respectively. The figure shows the
unfolded RNN.

Each training pattern consists of 7-tuple (ai, X, Xt+1, Xt+2, X3, Xt+4, Yi+4) - Then training is similar to
training done with back-propagation algorithm, but only difference is each epoch runs for y; times.

Ay

X‘ " I .

Fig. 5. Recurrent neural network
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Fig. 6. The unfolded recurrent neural network with depth=5

From section.5 in the preprocessing step we obtained each input vector pattern of the form
(i1,in,i3,..I25). Now at x; consider iy to is , at xw4 consider ig to i1, at Xuo consider ijq to is5, at Xus
consider iqg to iy, at X4 consider ixq to ios.

The output is whether the feedback is positive or negative .i.e output close to 1 was considered as
positive feedback and the outputs closer to 0 were considered as negative feedback.

The network parameters are

The number of nodes in the recurrent neural network If the number is veryl ess, it could
not properly generalize the problem, if the numberis more than enough, it could over fit the
problem.

(b) The learning rate of the neural network — Initially, we couldn’t determine the learning rate,
we tried with various learning rates and finally decided at the learning rate of 0.001 for
positive opinions and 0.01 for negative opinions.

(c) The momentum rate 0.7 is used to remove high frequency variations in the error surface.

a)

6 Screen Shots

Experiments are done in jdk1.1.3. The training weights, vector v and vector w are shown in the
following subsections6.1, 6.2 and 6.3 of screenshots. The testing results for negative and positive
feedback in screenshots are also presented in the following subsections 6.4 and 6.5.

6.1 Training Weights are shown in Fig. 7.

& G

-8.24700672954708916 0.1
0.2056437492920513

1. 1. 1. 1
896463

-8.7286339819962466
06924306

1.3510199376484684  1.8827874511910074 1. 3. 2.

030831
14361761951
06835444436280082 1. -1 1.

0. 1. 6.8954550580
|.729844931398385

-3 74628

1.1299¢
21566127247
007736285722 0.

13158 -0. -0.32803625
8.69432963859827195

613204 -1 -1 -a. 1. [l
2299572356733

1.
4634

New Ueight Matrix - U &

-4.832096468873609
3.6334337024321233
-2.812650493112942
-3.838218123297468
4.207040702048101
2.713119994122051
-3.5073928664555094
-6.301811695451536
3.037683929236934
-4.227167651526789

Squared Exro

3.6505324873231997
~4.654258265862764
1.7685335843092613
2.2504102381053817

-5.837692766878289
-4.535501216045107

3.855856561285665
4.454497697508083

-4.451147692589209

3.269290765446734

» CIMSED © 0.009859904899118312

>

)

|

Bie)7o5%

@, | @n. [ |@re., | @5 [Ow. [EEE Y [ Mo OBBK tom

Fig. 7. Trained weights
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6.2 Weight Vector V is shown in Fig. 8.
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Fig. 8. Weight vector V

6.3 Weight Vector W is shown in Fig. 9.
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Fig. 9. Weight vector W
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6.4 Testing for a negative feedback of a new batch of reviews is shown in Fig. 10.
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Fig. 10. Testing for a negative result of a new batch of reviews

6.5 Testing for a positive feedback of a new pattern is shown in Fig. 11.
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Fig. 11. Testing for positive result of a new batch of reviews
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7 Conclusion

We proposed an algorithm for opinion prediction to predict if the product is going to give positive
feedback or negative. This is helpful for the product designer/manufacturers such that they will
develop only products of good feedback. Results showed there was 65% accuracy in prediction.

Future works may be manifold. First, our method depends on good quality of reviews extracted
from blogs. We want to extend our training corpora method by applying text mining approaches on
collected reviews in order to minimize lower noisy texts. Second, in this work we focused on
adjectives, we plan to extend the extraction task to other categories. Third would be extending
these results by using Deep Multilayer Neural Networks with more than two hidden layers for
determining text sentiment.
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