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Abstract 
The immobilization of biomaterials on a carrier is the first step for many dif-
ferent applications in life science and medicine. The usage of surface-near 
electrostatic forces is one possible approach to guide the charged biomaterials 
to a specific location on the carrier. In this study, we investigate the effect of 
intrinsic defects on the surface potential of silicon carriers in the dark and 
under illumination by means of Kelvin probe force microscopy. The intrinsic 
defects were introduced into the carrier by local, stripe-patterned ion im-
plantation of silicon ions with a fluence of 3 × 1013 Si ions/cm2 and 3 × 1015 Si 
ions/cm2 into a p-type silicon wafer with a dopant concentration of 9 × 1015 
B/cm3. The patterned implantation allows a direct comparison between the 
surface potential of the silicon host against the surface potential of implanted 
stripes. The depth of the implanted silicon ions in the target and the concen-
tration of displaced silicon atoms was simulated using the Stopping and 
Range of Ions in Matter (SRIM) software. The low fluence implantation 
shows a negligible effect on the measured Kelvin bias in the dark, whereas the 
large fluence implantation leads to an increased Kelvin bias, i.e. to a smaller 
surface work function according to the contact potential difference model. Il-
lumination causes a reduced surface band bending and surface potential in 
the non-implanted regions. The change of the Kelvin bias in the implanted 
regions under illumination provides insight into the mobility and lifetime of 
photo-generated electron-hole pairs. Finally, the effect of annealing on the 
intrinsic defect density is discussed and compared with atomic force micro-
scopy measurements on the 2nd harmonic. In addition, by using the Baum-
gart, Helm, Schmidt interpretation of the measured Kelvin bias, the dopant 
concentration after implantation is estimated. 
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1. Introduction 

The coating of surfaces with biomaterials is an important step for many different 
applications, e.g. the immobilization of biomaterials on biosensors [1], the pep-
tide immobilization on dental implants to prevent peri-implantitis [2], or the cell 
growth on scaffolds for tissue engineering [3] [4]. Many factors are relevant for 
the cell substrate interactions, e.g. substrate surface energy, surface electrostatic 
properties, macro- and micro-surface morphology, surface heterogeneity, func-
tional groups, the mobility of functional groups on the surface [5]. Even by con-
sidering only the electrostatic properties of a surface, the attachment of micro-
organisms at a surface is a complex procedure. The charge of a microorganism 
or a substrate surface depends on the pH value of the surrounding medium. At 
the isoelectric point, no net charge exists. Above and below the isoelectric point, 
a net negative and positive charge is present, respectively. Many publications 
report on the isoelectric point, e.g. of oxides and hydroxides [6], red blood cells 
[7], and bacteria [8]. It is obvious that the cell surfaces of most microorganisms 
are negatively charged under normal pH conditions due to a prevalence of nega-
tively charged phosphate, carboxylate, and sulfate groups in the cell wall [9]. 
During the first phase of static in vitro cell adhesion to a substrate, the electros-
tatic interaction plays an important role followed by two more phases including 
the flattening and spreading of the cell body and the organization of the actin 
skeleton with the formation of focal adhesion between the cell and the substrate 
[10] [11]. 

As we have reported in our previous work [12], these electrostatic forces can 
be used for the self-organized local immobilization of charged biomolecules. We 
controlled the surface charge pattern by a local implantation of phosphorus and 
boron ions into p- and n-type silicon wafers, respectively. The doping of silicon 
by ion implantation with group III or V elements is a standard process step in 
semiconductor technologies. In contrast to pH dependent charges on the sub-
strate surface, the trapped charges at the SiO2/Si interface, which are influenced 
by ion implantation, have the advantage that they are, in the first order, inde-
pendent of the pH value of the surrounding medium. Hence, by choosing con-
venient ion implantation parameters, attractive electrostatic forces can be gener-
ated to guide the adhesion of biomaterials on the substrate, independent of the 
surrounding medium pH value. 

In this work, we show that intrinsic defects of silicon can be electrically active 
and can be used to tune the surface potential locally. The intrinsic defects were 
introduced by a local stripe-patterned implantation of silicon ions into the sili-
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con host wafer. The change in surface potential was investigated by means of 
Kelvin probe force microscopy (KPFM) before and after sample annealing as 
well as under illumination and in the dark. Defects can also be generated in oth-
er host materials, e.g. paramagnetic defects in Ga ion implanted perovskites [13].  

2. Material and Methods 
2.1. Sample Preparation  

Intrinsic defects in silicon were introduced by ion beam implantation of silicon 
ions into p-doped 4 inch <100>-Si wafers with a specific resistivity of 1 - 5 Ωcm. 
The specific resistivity of the non-implanted wafers corresponds to a dopant 
concentration of (3 − 15) × 1015 B/cm3. Prior to ion implantation, the wafers 
were RCA cleaned and a 1 μm thick SiO2 layer was formed on top of the wafer 
by wet thermal oxidation to smear out the profile of the implanted silicon ions. 
In order to compare the surface potential of implanted and non-implanted sili-
con, a photolithographic step was used to prepare a stripe-patterned resist mask 
with 2 μm wide stripes without resist pitched by 10 μm wide stripes with resist. 
During the implantation, the silicon ions were stopped in the SiO2 layer at loca-
tions covered with resist, but can penetrate into the silicon at locations without 
resist. After ion implantation with two different fluences, the resist mask and the 
SiO2 layer were removed by a treatment in aceton and HF, respectively. Before 
removing the oxide layer, the samples were partially annealed in a nitrogen en-
vironment for 30 min at 900˚C. 

2.2. Ion Implantation and Simulation  

The simulation of the ion range and the displacement of silicon target atoms was 
performed using SRIM-2013.00 in the “Detailed Calculation with full Damage 
Cascades” mode. The energy of the implanted silicon ions was set to 970 keV to 
obtain a similar depth profile as by the implantation of 1 MeV phosphorus ions, 
which we used in our previous publication [12]. The angle of incidence was set 
to 7˚ tilt and 22˚ twist during ion implantation to prevent ion channeling. 

2.3. AFM/KPFM Measurements  

Surface potentials were characterized by KPFM measurements using the atomic 
force microscope (AFM) Level-AFM from Anfatec, operated under dark condi-
tions in nitrogen atmosphere. During KPFM measurements, topography and 
electrical signals were probed simultaneously in amplitude modulation mode 
using Pt coated n-type Si cantilevers (MikroMasch HQ:NSC18/Pt, fres = 75 kHz, 
k = 2.8 N/m) with a typical tip radius of less than 30 nm. The topography was 
measured at the 1st harmonic of the 1st eigenmode of the cantilever, and Kelvin 
bias and free charge carrier concentration were detected at the 1st and 2nd har-
monic of the 2nd eigenmode, respectively. The excitation voltage Uac was set to 1 
V. Before starting the KPFM measurements, the contribution from the interac-
tion between cantilever and sample surface to the electrical signal was characte-
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rized by retracting the tip to a distance of 1 - 3 μm with switched off Kelvin 
feedback. The remaining electrical signal was used as compensation offset in the 
measurement software. This approach is explained in detail in Ref. [14] and al-
lows quantitative measurements. In order to prevent the photo-generation of 
charge carriers during measurements in the dark, the deflection of the AFM tip 
was detected with an IR laser with a wavelength of 1500 nm. In addition, a 
green LED inside the AFM head was used to characterize the influence of photo- 
generated charge carriers to the KPFM signal under illumination.  

3. Results and Discussion  

Figure 1(a) shows the simulated trajectories of 100 silicon ions penetrating a 1 
μm SiO2/Si target. The incoming silicon ions are scattered at the lattice atoms 
leading to a change in direction and a loss of energy until they stop. If the energy 
transfer by the collision between ion and lattice atom is large enough to over-
come the lattice binding energy, the lattice atom will leave its position. An easy 
defect type which can be produced by this process is the Frenkel pair, consisting 
of a vacancy and an interstitial atom. The stopping of ions in matter is a statis-
tical process so that stopped ions will end up at different positions. 
 

 
Figure 1. (a) 2D plot of a SRIM simulation of 100 silicon ions penetrating a 1 μm SiO2/Si target using the “Detailed Calculation 
with full Damage Cascades” mode. The angle of incidence was set to 7˚ and the ion energy to 970 keV. The black trajectories show 
the path of the incoming silicon ions. Cyan and green represent moving and stopped oxygen atoms, pink and red represent mov-
ing and stopped silicon atoms from the silicon host wafer after they left their lattice position due to a collision with the incoming 
silicon ions, respectively. (b) Depth profile of the implanted silicon ions in the silicon target in a target depth between 1000 and 
1700 nm. The left axis represent a fluence of 3 × 1013 Si/cm2 and the right axis a fluence of 3 × 1015 Si/cm2. (c) Lateral range and 
straggling of implanted silicon ions in dependence on the silicon target depths. (d) Displacement of silicon atoms of the silicon 
host crystal due to collisions during the ion implantation. For statistics of good quality, 99999 ions were simulated in (b)-(d). 
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The simulated depth profile of the implanted silicon ions, i.e. the location 
where the implanted silicon ions are stopped in a 1 μm SiO2/Si target, is shown 
in Figure 1(b). The profile shows the highest ion concentration in a depth of 
about 1230 nm and a maximum penetration depth of about 1500 nm. Due to the 
coverage of the silicon wafer with a 1 μm thick oxide layer during implantation, 
the concentration of implanted silicon atoms at the surface of the silicon wafer 
after removal of the oxide is far away from zero, namely 3.25 × 1017 Si/cm3 and 
3.25 × 1019 Si/cm3 for an ion fluence of 3 × 1013 Si ions/cm2 or 3 × 1015 Si 
ions/cm2, respectively. 

In addition to the ion penetration into the depth of the target, the scattering 
leads to a broadening into the lateral direction, see Figure 1(c). Shown is the 
lateral distribution of the incoming silicon ions in dependence on the depth of 
the silicon layer with an depth averaged value of 280 nm and a straggling of 
about 140 nm. The straggling is defined as the square root of the variance [15]. 
The scattering into the lateral direction leads to a broadening of the implanted 
regions below the resist mask. 

Figure 1(d) represents the depth profile of displaced silicon atoms of the sili-
con host crystal. In comparison to the maximum concentration of implanted 
silicon ions in Figure 1(b), the highest concentration of displaced silicon atoms 
is shifted towards the surface of the silicon wafer with a maximal concentration 
in a depth of 1080 nm of about 2 × 1021 Si/cm3 and 2 × 1023 Si/cm3 for an ion 
fluence of 3 × 1013 Si ions/cm2 and 3 × 1015 Si ions/cm2, respectively. The atomic 
density of silicon is 5 × 1022 Si/cm3 which means that for the small fluence of 3 × 
1013 Si ions/cm2, about 4% of the atoms in the silicon host crystal are displaced 
by the incoming ions and we can conclude that the top layer of the silicon wafer 
is amorphized by using the large fluence. Note that SRIM does not consider ef-
fects like defect annealing, ion channeling, fluence rate effects, and diffusion of 
implanted ions. Therefore, the simulated defect concentration, e.g. the concen-
tration of displaced silicon atoms in the silicon host crystal is overestimated, 
Figure 1(d). 

Figure 2(a) shows AFM data of the 2nd harmonic of the 2nd eigenmode with 
switched off Kelvin feedback, i.e. 0dcU = . The signal variation over implanted 
stripes and non-implanted silicon host crystal can be related with a variation in 

C z∂ ∂  (see Appendix), which gives an information about the amount of free 
charge carriers which can follow the applied test voltage with amplitude acU  
and frequency f. The brighter the image, the larger C z∂ ∂  and the carrier con-
centration. The left column of Figure 2(a) shows samples implanted with a flu-
ence of 3 × 1013 Si ions/cm2 whereas the samples shown in the right column were 
implanted with a fluence of 3 × 1015 Si ions/cm2. The black arrows indicate the 
position of the implanted, nominal 2 μm wide, stripes running in an angle of 45˚ 
through the image. 

For the low fluence implanted sample without annealing (Figure 2(a) (i)) an 
increased amount of free charge carriers is only visible at the edges of the ion  
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Figure 2. (a) 30.0 × 7.5 μm2 large AFM images measured at the 2nd harmonic of the 2nd eigenmode of the cantilever with switched 
off Kelvin feedback in the dark. This signal is related with C z∂ ∂  (Equation (A22) in Appendix). The arrows indicate implanted 
stripe-like regions with a nominal width of 2 μm and a periodicity of 12 μm. The fast scan axis had an angle of 45˚ with respect to 
the implanted stripes. (b) 30.0 × 7.5 μm2 large KPFM images of p-doped <100>-Si samples implanted with silicon ions in a 
stripe-like pattern. The top of each image shows the KPFM signal under dark conditions (OFF) and the lower part shows the 
KPFM signal under illumination with a green LED (ON). 
 

implanted regions. One possible explanation therefore might be the occurrence 
of electrically active defects due to lattice strain effects at the implanted/non- 
implanted border. However, the increased free charge carrier concentration va-
nishes after an annealing step in nitrogen atmosphere for 30 min at 900˚C, Fig-
ure 2(a) (ii). 

In contrast, the silicon implantation with a 100 times larger fluence of 3 × 1015 
Si ions/cm2 results in an increased free charge carrier concentration inside the 
implanted stripe due to the generation of electrically active defects, Figure 2(a) 
(iii). The temperature treatment results again in a decrease of the free charge 
carrier concentration, but for the large fluency not all intrinsic defects could be 
annealed so that a slightly higher charge carrier concentration in comparison to 
the host material is still present, Figure 2(a) (iv). 

Figure 2(b) shows the Kelvin bias on all four investigated samples, implanted 
with a fluence of 3 × 1013 Si ions/cm2 on the left column and 3 × 1015 Si ions/cm2 
on the right column. The upper half of each image was measured under dark 
conditions (OFF) and the lower half of each image was measured during illumi-
nation with a green LED (ON). Note that the measurements of the Kelvin bias 
were performed on the same locations as the measurements on the 2nd harmonic, 
shown in Figure 2(a), for the determination of the charge carrier density. The 
implanted stripes, marked with an arrow in Figure 2(b), are clearly visible ex-
cept for the annealed low fluence sample. 

Ion implantation with the large fluence leads to an increased Kelvin bias in 
the implanted regions. In contrast to this, the low fluence leads only to thin 
bright stripes at the edges of the implanted region, possibly due to lattice strain 
effects. Furthermore, we could observe an increase in the Kelvin bias in the non- 
implanted silicon host material during illumination, which is related with the 
formation of photo-generated electron-hole pairs. 

For a quantitative comparison of Kelvin bias variation in dependence on im-
plantation, annealing, and illumination, we show line scans of the Kelvin bias in 
Figure 3. Note that in this case the Kelvin bias with and without illumination  
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Figure 3. 30 μm line scans of KPFM measurements on p-doped <100>-Si samples, im-
planted with silicon ions in a stripe-like pattern with a nominal width of 2 μm pitched by 
10 μm wide stripes without implantation. The line scans were performed in the dark 
(black) and under illumination (green) at the same position of the sample. The arrows 
indicate the center of the implanted stripes. 
 
was measured by scanning a line in the dark followed by scanning the same line 
with illumination. This way we keep the position of implanted stripes un-
changed. 

The low fluence ion implantation without annealing in Figure 3(a) shows no 
significant change in the Kelvin bias during the measurement in dark (black 
line). One reason might be that the defect concentration is very low after im-
plantation and the position of the Fermi level is still determined by the boron 
doping of the silicon host material. The number of displaced silicon atoms of the 
host crystal, determined with an SRIM simulation, is shown in Figure 1(d) 
which amounts to about 4% of the atoms in the silicon crystal. However, SRIM 
typically overestimates the defect concentration by neglecting effects like defect 
annealing. In addition, most of the silicon defects might be electrically not active 
so that they have no influence on the Fermi level. Illumination with a green LED 
leads to an increased Kelvin bias of about 50 mV in the non-implanted regions 
(green line in Figure 3(a)) due to the surface photovoltaic effect [16] [17] [18]. 
A sketch of the band diagram for p-type silicon with and without illumination is 
shown in Ref. [18]. Due to the downward bended bands, excess holes are swept 
away from the surface and excess electrons are swept towards the surface. This 
will reduce the density of surface trapped holes and decrease the band bending 
under illumination, i.e. the surface potential is decreased [17]. Interestingly, no 
change of the Kelvin bias is observed in the implanted regions. One explanation 
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is the fact that the formation of surface photovoltage only occurs if the genera-
tion of electron-hole pairs is followed by net charge redistribution [17]. The ion 
beam induced defects in the silicon lattice reduce the lifetime and mobility of the 
photo-generated charge carriers so that the surface potential is not influenced. 

Annealing of this sample for 30 min in nitrogen atmosphere at 900˚C reduces 
the defect concentration in the implanted regions. Therefore, the Kelvin bias 
during illumination is also changed in the implanted regions, Figure 3(b).  

In Figure 3(c) the Kelvin bias for an ion fluence of 3 × 1015 Si ions/cm2 is 
shown. The large fluence introduces many lattice defects into the Si host crystal, 
see Figure 1(d). At least every silicon atom was hit by an incoming ion so that 
we can expect an amorphization of the silicon host crystal. Therefore, the Fermi 
level is changed and the measured Kelvin bias is about 170 mV higher in the im-
planted stripes in comparison to the non-implanted regions. Note that the stripe 
width with an increased Kelvin bias is larger than the expected 2 μm. This is 
most probably caused by a too large stripe width without resist during ion im-
plantation. In addition, during the ion penetration into the depth of the silicon, 
they will be also scattered in-plane. Using SRIM we simulated a value of about 
0.28 μm with a straggling of 0.14 μm, Figure 1(c). Therefore, we can expect that 
the broadening of the implanted area is in the order of 1 μm due to the ion scat-
tering. Illumination of the sample leads to an increased Kelvin bias of about 100 
mV in the non-implanted areas due to the reduced band bending as already de-
scribed in Figure 3(a). However, due to the small lifetime and mobility of the 
photo-generated charge carriers in the high defect region of the implanted 
stripes, no change in the Kelvin bias is observed. 

Annealing of this sample (Figure 3(d)) increases the Kelvin bias variation 
between implanted and non-implanted regions by about 370 mV without illu-
mination. Interestingly, the strong variation was only observed in the middle of 
the implanted stripes. At the boundaries of the implanted stripes, the Kelvin bias 
shows a similar value as before annealing, Figure 3(c). This causes the shoul-
der-like feature on both sides of the KPFM signal. In addition, the width of the 
stripes with a changed Kelvin bias increases and the transition between im-
planted and non-implanted regions is smoother. The broadening of the stripes 
might be explained with the diffusion of defects from the disturbed implanted 
regions into the silicon host wafer. Furthermore, lattice strain effects by a partly 
recrystallization of the amorphized regions during annealing could be an addi-
tional explanation. The increased Kelvin bias in the implanted region means that 
annealing does not remove all ion induced defects after introducing a high 
amount of damage (amorphization) by using a fluence of 3 × 1015 Si ions/cm2. In 
contrast, all defects influencing the Kelvin bias could be annealed, if only about 
4% of the silicon atoms were displaced by using a 100 times smaller fluence of 3 × 
1013 Si ions/cm2 (Figure 3(b)). Illumination increases the measured Kelvin bias 
by about 230 mV in the non-implanted and 100 mV in the implanted regions. In 
contrast to the non-annealed samples in Figure 3(a) and Figure 3(c), illumina-
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tion also effects the Kelvin bias in the implanted regions. This hints towards an 
increased lifetime and mobility of the photo-generated charge carriers due to 
annealing so that the band bending at the surface is influenced by charge redi-
stribution. However, the Kelvin bias variation with and without illumination is 
still smaller in the implanted region as in the non-implanted region. 

The contact potential difference (CPD) model, see Appendix, can be used to 
explain the above observed influence of illumination by a reduction of the band 
bending due to the surface photovoltage effect. However, the dopant concentra-
tion in the implanted regions cannot be calculated using the CPD model, be-
cause the calculated Kelvin bias CPD

KU  also depends on the band bending (Equ-
ations (17)-(19)), which is most probably different for implanted and non-im- 
planted regions as a result of different defects at the SiO2/Si interface. The 
Baumgart, Helm, Schmidt (BHS) model intrinsically includes the band bending 
due to the interface defects, see Appendix, but in contrast to the CPD model, the 
amount and energetic positions of the defects play no role. Important are the 
bulk properties of the material i.e. the position of the Fermi level in the bulk. 
Therefore, it is possible to calculate the effective doping concentration in the 
implanted regions from the shift of the measured Kelvin bias in the dark. In 
Figure 4 the position of the Fermi level in dependence on the doping concentra-
tion and the binding energy of donors or acceptors is shown, whereas the Fermi 
level of the intrinsic silicon was set to zero. We have chosen intrinsic defects 
with binding energies in the range from 10 meV to 300 meV due to many possi-
ble defect types after ion implantation. For a review on possible defects in silicon 
and their position in the bandgap we refer to Refs. [19] [20] [21]. The Fermi lev-
el of the p-doped host wafer with a doping concentration of about 9 × 1015 B/cm3 
was calculated to −354 meV, which is 183 meV above the valence band edge. 

The black lines in Figure 3 represent the line scans of the Kelvin bias in the 
dark. For the low fluence samples ((a), (b)), the measured Kelvin bias is similar 
for implanted and non-implanted regions so that we do not expect a change in 
the effective doping concentration. 

In contrast, the Kelvin bias for the high fluence sample without annealing Fig-
ure 3(c) is about 170 mV larger in the implanted region as in the non-implanted 
one. This is fulfilled if after Equation (A15), ( ) 183 meVV FE E p− = −  is reduced 
by 170 meV to ( ) 13 meVV FE E p− = −  for the non-implanted and implanted 
region, respectively. By assuming some uncertainties in the doping level of the 
host wafer and during KPFM measurements, one can conclude that the Fermi 
lies near one of the two band edges. This implies a doping concentration after 
ion implantation which amounts to 1 × 1020 cm−3 or even higher in dependence 
on the defect binding energy (Figure 4). The large doping concentration is con-
firmed by the bright stripes in the measurements of the 2nd harmonic in Figure 
2(a) (iii). In agreement with the BHS model, the Fermi level lies nearby the band 
edge for n- or p-type material, but it is not possible to conclude which defect 
type dominates after ion implantation without annealing. If donors dominate,  
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Figure 4. Calculated Fermi level of different defect states in silicon in dependence on the 
dopant concentration and dopant ionization energy at 300 K. The intrinsic Fermi level Ei 
was set to zero. The positions of the conduction band edge EC and valence band edge EV 
are illustrated by the dashed black lines. It is assumed that EC and EV do not depend on 
the dopant concentration. The cyan triangle represents the dopant concentration of the 
p-doped silicon host wafer (Si:B matrix) from the data sheet. The brown triangle repre- 
sents the dopant concentration after implantation in the high fluence sample without an-
nealing (HFna) in the case of p-type conductivity (intrinsic acceptors). The brown square 
represents the dopant concentration for the HFna sample in the case of n-type conductiv-
ity (intrinsic donors). The violet squares show possible dopant concentrations for the 
high fluence sample with annealing (HFa) in dependence on different ionization energies 
of the donors. 
 
the Fermi level would lie close to the conduction band edge, see HFna labeled 
square in Figure 4. If acceptors dominate, the Fermi level would lie close to the 
valence band edge (HFna labeled triangle in Figure 4). 

Annealing of this sample increases the measured Kelvin bias by about 370 mV 
in the center of the implanted stripes whereas the shoulders show a similar in-
crease as in the non-annealed case, see Figure 3(d). The increase of 370 mV 
means that the doping type is changed from p in the host wafer to n in the center 
of the implanted stripes. The energy difference between the conduction band 
and the Fermi level in the n-type region has to be 370 meV - 183 meV = 187 
meV. In dependence on the binding energy of possible defects, a doping con-
centration of 5 × 1016 cm−3, 2 × 1017 cm−3, or 8 × 1018 cm−3 is expected for the 
cases calculated in Figure 4 with a binding energy of less or similar than 100 
meV, 200 meV, or 300 meV, respectively. Most probably, not only one defect 
type is present after ion implantation and annealing. The observed and modeled 
reduction of the effective doping concentration after annealing is confirmed by a 
comparison of the measurements on the 2nd harmonic in Figure 2(a) ((iii), (iv)). 
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4. Conclusions  

Intrinsic defects were introduced in silicon by a local, stripe-patterned implanta-
tion of silicon ions into a p-type silicon host wafer with an energy of 970 keV 
and a fluence of 3 × 1013 Si ions/cm2 and 3 × 1015 Si ions/cm2. The p-type silicon 
host wafer was covered with a 1 µm thick SiO2 layer to broaden the implantation 
profile. After the implantation of silicon ions and partially sample annealing, the 
SiO2 layer was removed to investigate the effect of intrinsic defects on the silicon 
surface potential by means of Kelvin probe force microscopy. The maximum 
penetration depths of the silicon ions into the p-type silicon host wafer were si-
mulated using SRIM to be about 500 nm, and the number of displaced silicon 
atoms from the host lattice by collisions with the incoming ions was about 4% for 
the small fluence sample, leading to amorphization by using the large fluence. 

Before annealing the small fluence sample reveals an increased free charge 
carrier density and a slightly increased Kelvin bias at the border between im-
planted and non-implanated stripes. After annealing at 900˚C in nitrogen at-
mosphere for 30 min the increased free charge carrier concentration has va-
nished. Increased carrier lifetime and mobility in small fluence sample after an-
nealing is confirmed by the Kelvin bias measurement under illumination. 

In contrast, before annealing the large fluence sample showed a strongly in-
creased free charge carrier concentration and Kelvin bias in the whole implanted 
stripe. An effective dopant concentration of at least 1 × 1020 cm−3 has been de-
rived by the BHS model. After annealing the large fluence sample reveals n-type 
conductivity and a strongly reduced effective dopant concentration of about 5 × 
1016 cm−3. 

In conclusion, if the intrinsic defect concentration in silicon is small, a subse-
quent thermal treatment completely anneals intrinsic defects which are able to 
influence the Kelvin bias signal. Large concentrations of intrinsic defects are re-
duced but not completely eliminated by the thermal treatment. 
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Appendix 
1.1. Calculation of Fermi Energy 

The determination of the Fermi energy is discussed in detail in Refs. [22] [23]. 
Here, we will shortly summarize the equations which were used to calculate the 
Fermi energy values in Figure 4. If it is not declared otherwise, the equations 
and given values are taken from Ref. [22]. 

For the calculation of the Fermi energy position, the charge neutrality condi-
tion has to be solved, 

0,A Dn p N N− +− + − + =                         (A1) 

where DN +  and AN −  is the concentration of the ionized donors and acceptors, 
respectively. The density of electrons n in the conduction band is given by  

( ) ( )d ,
C

e eE
n D E f E E

∞
= ∫                        (A2) 

and the density of holes p in the valence band is given by  

( ) ( )d ,VE
h hp D E f E E

−∞
= ∫                       (A3) 

where ( )eD E  and ( )hD E  is the density of states in the conduction band and 
valence band, respectively. 

In thermodynamic equilibrium, the Fermi-Dirac distribution for electrons 

( )ef E  or for holes ( )hf E  describes the probability that an electronic state is 
occupied at temperature T:  

( ) 1

exp 1
e

F

f E
E E

kT

=
−  + 

 

                      (A4) 

( ) 1

exp 1
h

F

f E
E E

kT

=
− − + 

 

                     (A5) 

The integral in Equations (A2) and (A3) cannot be solved analytically. There-
fore, the Fermi integral is used, which is defined as:  

( ) ( )0

2 d
1 exp

n

n
yF x y

y x
∞

=
+ −π ∫

                  (A6) 

with 1 2n =  for bulk materials. 
The free carrier densities are then expressed by:  

1 2 ,F C
C

E E
n N F

kT
− =  

 
                      (A7) 

1 2 ,F V
V

E E
p N F

kT
− = − 

 
                     (A8) 

where CN  and VN  describes the conduction band edge density and valence 
band edge density, respectively. 
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The ionized concentration of donors DN +  is given by:  

,
ˆ1 exp

D
D

F D
D

NN
E Eg

kT

+ =
− +  

 

                    (A9) 

and of acceptors AN −   

.
ˆ1 exp

A
A

F A
A

NN
E Eg

kT

− =
− + − 

 

                   (A10) 

C DE E−  and A VE E−  are the donor and acceptor binding energies, respec-
tively (Figure 4). The ground-state degeneracy of the donor impurity ˆDg  and 
the acceptor impurity ˆ Ag  is 2 and 4, respectively [23]. In the absence of accep-
tors, the charge neutrality Equation (A1) simplifies to 0Dn p N +− + + =  with 

2
ip n n= . Hence, the equation  

1 2

1

2

2

0
ˆ1 exp

F C i D
C

F C F D
DC

E E n NN F
E E E EkT gN F

kTkT

− − + + =  − −     +      

   (A11) 

has to be solved numerically. In intrinsic silicon at room temperature, the con-
centration of electrons is 10 31 10 cmin −= × . Without donors, Equation (A1) can 
be written as 0An p N −− + − =  with 2

in n p= . Hence, the equation  

1 2

1

2

2

0
ˆ1 exp

i F V A
V

F V F A
AV

n E E NN F
E E E EkT gN F

kTkT

− − + − − = − −     + −−      

 (A12) 

has to be solved numerically. 
The result is shown in Figure 4 for different binding energies of donors and 

acceptors, where the Fermi level of the intrinsic silicon was set to zero.  
The Fermi level of intrinsic silicon was calculated by:  

ln ,
2 2

V C V
i

C

E E NkTE
N

 +
= +  

 
                  (A13) 

where 19 37.28 10 cmCN −= ×  and 19 31.05 10 cmVN −= ×  at 300 K. EC and EV has 
been determined from Equation (A13) with g C VE E E= −  and 1.124 eVgE = . 

1.2. Analysis of Local Kelvin Bias Variation 

In literature, two main models for the interpretation of the measured Kelvin bias 
of semiconductors exist. One is the Baumgart, Helm, and Schmidt (BHS) model 
[24]. This model assumes that the electrostatic force between the AFM tip of the 
KPFM system and the semiconductor has its origin in the asymmetric electric 
dipole formed within the semiconductor surface region. In the case of silicon, 
this asymmetric electric dipole is formed by the charged interface states at the 
native silicon dioxide/doped silicon interface and the ionized dopant ions in the 
surface-near depletion layer. According to this model, the measured Kelvin bias 
is correlated with the energy difference between the respective band edge and the 
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Fermi level. This bias is needed during KPFM measurements to inject majority 
charge carriers in the surface region to neutralize charged dopants in the surface 
region and thus to nullify electrostatic forces which are induced by the surface 
potential of the asymmetric electric dipole. The analysis of Kelvin bias recorded 
on doped silicon relies on reference measurements on different sample positions 
in order to account for offsets in the Kelvin bias which can be caused by surface 
charges and charges trapped in the native oxide. Homogeneously distributed 
surface and oxide charges change the surface potential at all sample positions, 
i.e. introduce a constant offset. In the case of a n-type semiconductor:  

( ) ( )-type ,BHS
K C F offeU n E E n eU= − +               (A14) 

and in the case of a p-type semiconductor:  

( ) ( )-type ,BHS
K V F offeU p E E p eU= − +               (A15) 

where e is the positive elementary charge and offU  is an additional offset bias 
which depends on charges on the surface and in the oxide. Note that in the BHS 
model the measured Kelvin bias is independent on the probe potential. In the 
ideal case of no KPFM offset bias, the measured Kelvin bias is positive on n-type 
regions and negative on p-type regions. The absolute value of the Kelvin bias will 
increase with a decreasing dopant concentration.  

We assume that the offset bias is the same over the whole sample, e.g. on both 
sides of a pn-junction. Therefore, over a pn-junction the Kelvin bias difference 

BHS
KU∆  is expressed by:  

( ) ( ).BHS
K g F Fe U E E n E p∆ = − +                  (A16) 

An older model used to explain the measured Kelvin bias is the so called con-
tact potential difference (CPD) model [25] [26] [27]. In the CPD model the 
measured Kelvin bias CPD

KU  is given by the difference between the work func-
tions of the sample sW  and the probe pW .  

CPD
K s peU W W= −                        (A17) 

For a n-type semiconductor the work function is given by [27]:  

( ) ( ) ( )-type ,s C F s sW n E E n e eU nχ φ= − + − −            (A18) 

where χ  is the electron affinity, sφ  is a potential step at the surface of the 
semiconductor due to a fixed dipole layer as a result of surface termination or a 
molecular layer adhered to the surface, and ( )sU n  is the potential difference 
between the bulk and the surface of the semiconductor (band bending potential). 

For a p-type semiconductor the work function is given by [27]:  

( ) ( ) ( )-type .s C F s sW p E E p e eU pχ φ= − + − −            (A19) 

Note that for a n-type semiconductor ( )sU n  is negative and for a p-type 
semiconductor ( )sU p  is positive. Therefore, the correction due to band bend-
ing ( )sU n  and ( )sU p  increases ( )-typesW n  and decreases ( )-typesW p . 

For a pn-junction, we can assume that the fixed surface dipole layer sφ  is 
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equal on both sides. Hence, the Kelvin bias difference CPD
KU∆  is given by:  

( ) ( ) ( ) ( )CPD
K F F s se U E n E p eU p eU n⋅ ∆ = − − +            (A20) 

Beside the measurements on the 1st harmonic, measurements on the 2nd har-
monic offer the possibility to compare the dopant concentrations via its depen-
dence on the capacitance gradient C z∂ ∂ . The 2nd harmonic force 2 fF  is given 
by [28]:  

( )2
2

1 cos 2 2 ,
4f ac

CF U ft
z

∂
= −   ∂

π                   (A21) 

where acU  is the amplitude of the applied voltage with frequency f. In a first 
order approximation, the total capacitance of the probe-sample system can be 
considered as a serial connection of the capacitance between probe and sample 
surface iC  and the depletion layer capacitance inside the semiconductor next 
to the surface dC . By assuming i dC C , the capacitance gradient is given by:  

2 ,s i

i

N CC
z zC

ε ∂∂
∝

∂ ∂
                        (A22) 

were N is the doping concentration of the semiconductor which equals the free 
carrier concentration if all dopants are ionized. This derivation is explained in 
more detail in [12]. 

 

https://doi.org/10.4236/ampc.2022.1211019

	Local Tuning of the Surface Potential in Silicon Carriers by Ion Beam Induced Intrinsic Defects
	Abstract
	Keywords
	1. Introduction
	2. Material and Methods
	2.1. Sample Preparation 
	2.2. Ion Implantation and Simulation 
	2.3. AFM/KPFM Measurements 

	3. Results and Discussion 
	4. Conclusions 
	Acknowledgements
	Conflicts of Interest
	References
	Appendix
	1.1. Calculation of Fermi Energy
	1.2. Analysis of Local Kelvin Bias Variation


